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The EOSDIS archives contain several petabytes of data 
stored in HDF files. From 1999, data from Terra, Aqua, 
Landsat 7, and other satellites has been distributed in 
HDF-EOS4 and HDF4. Starting in 2004, data from the 
Aura satellite will be delivered in HDF-EOS5 and HDF5 
[3].  

1. Introduction to HDF and HDF5 
 
The Hierarchical Data Format (HDF) developed at the 
National Center for Supercomputing Application (NCSA) 
at University of Illinois at Urbana-Champaign has been 
used by many atmospheric science applications since it is 
first released in 1988.  
 3. NPOESS project 
Since 1999, NCSA has developed a more general and 
robust data format, called HDF5, which was aimed to 
support the future demands of Earth Science such as large 
data storage, performance and flexibility. NCSA HDF 
group encourages applications to use HDF5 for better 
performance and maintenance. You may read extend 
abstracts of P2.42 for more information about HDF5. In 
summary, HDF5 have the following features to attract 
many important atmospheric Sciences applications to use 
HDF5.  

 
The National Polar-orbiting Operational Environmental 
Satellite System (NPOESS) is a system of polar orbiting 
weather satellites and ground equipment used for the 
collection, analysis and distribution of weather data to 
government and civilian users, and will also provide long 
term climate records [4].  
 
NPOESS Interface Data Segment will deliver data in 
HDF5. HDF5 was chosen for use on NPOESS because it 
has the capability to operate well in high performance, 
data intensive environments. HDF5 can store data in a 
variety of ways. NPOESS has chosen to standardize their 
organization of the HDF5 files so data can be easily and 
consistently accessed and shared amongst the community 
[4]. 

1) Flexible data model 
2) Open-source, free software 
3) Portability  
4) Emphasize on performance 

• Support MPI- IO 
• Better sub-setting 

 • In-memory compression 
The NPOESS Preparatory Program (NPP) will be used as 
a bridge between the existing Earth Observing System 
(EOS) program and the NPOESS Program, to assure a 
continuous record of the Earth’s climate [5]. The NPP 
will provide an opportunity to utilize new instruments, 
algorithms and data delivery packages prior to utilize 
new instruments, algorithms and data delivery packages 
prior to NPOESS. Data from the NPP satellite will be 
delivered through the NPOESS Interface Data Segment 
using HDF5. 

• Alternative storage 
 
In this paper, we will demonstrate how HDF and HDF5 
provide the flexibility and efficiency in six well-known 
Earth Science applications. 
 
2. NASA EOSDIS project 
 
The NASA Earth Observing System The Earth Observing 
System Data and Information System (EOSDIS) is a 
large archive of systematic measurements of the Earth’s 
climate collected by a series of satellites [1]. The 
EOSDIS archives store and distribute data using HDF 
and HDF5. Data from these missions will be available for 
many decades, to study climate and climate change.  

 
4. WRF-HDF5 IO modules 
 

WRF (Weather and Research Forecasting Model) 
[6] has been mainly developed and maintained at NCAR. 
It is a regional weather model that has become to be 
intensively used for both weather research and prediction. 
Due to the heavy computational volume, WRF is using 
multi-layer domain decomposition method to run the 
model in parallel supercomputing environments.  

 
HDF provides a rich data model that supports most of the 
types of data required by scientists. To support the 
specific needs of remote sensed data, the EOS project 
defined a storage profile, called HDF-EOS, and metadata 
standards [2]. HDF-EOS defines a standard way to store 
georeferenced data using HDF and HDF5. 

 
4.1 Sequential IO issues to address 

 

 



WRF officially supported sequential NetCDF IO module. 
There are two problems with the current WRF IO 
module.  
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The first one is that the IO module may become IO 
bottleneck and the IO module may exceed the memory 
capacity in some applications.   
 
As the model resolution becomes higher, huge volume of 
disk storage for large WRF applications may need to use 
in-memory data compression technique to store model 
data without taking extra computer time.  
 
4.2:  How HDF5 can help 

Figure 1: Performance of Parallel HDF5 to sequential 
NetCDF for Different Output File Size IBM Power 3 

(256 Processors)   

1) HDF5 fully support MPI-IO in many platforms, 
which is the standard parallel IO library. With 
parallel-IO, the large WRF application can avoid or 
reduce the IO bottleneck and the potential problem 
of exceeding the memory capacity. 

 
 

2) HDF5 supports two in-memory compression 
packages: deflate compression and szip 
compression[7].  

Figure 2 shows file size of different runs for each option 
in another application. As expected, the overall HDF5 
file size in either SZIP compression or shuffle with GZIP 
compression is much less than the same data without 
compression.   For example, for the data at timestep 70, 
the file size is about 2000 MB without compression, 
compared to less than 600MB for either SZIP or GZIP 
compression.  

 
4.3: WRF-HDF5 IO modules 
 
NCSA implements WRF-HDF5 sequential IO module 
and WRF-parallel HDF5 IO module. 

 1) Both the sequential and the parallel HDF5 IO 
module should work with the current WRF 2.0 release. 
Applications can do szip and gzip compression within 
sequential IO module. Applications can do parallel IO 
through parallel HDF5 IO module. Parallel HDF5 IO is 
incorporated into WRF model package in WRF 2.0 
release[6]. You can also download the source code from 
[8]. 
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4.4:  Performance results 
Figure 1 shows a comparison of the wall clock time 
between WRF-parallel HDF5 IO module and WRF-
sequential netCDF IO module for a real WRF application 
at NCAR IBM with 256 processors. The maximum 
hyperslab size per timestep is 17 MB. The WRF-parallel 
HDF5 IO module outperforms WRF-netCDF IO module 
as the output file size increases. When the output file size 
reached around 20GB, the model run took about 80 
minutes wall clock time when using WRF-sequential 
netCDF IO module; compared to 20 minutes when using 
parallel WRF-Parallel HDF5 IO module. 

Figure 5: Performance of Sequential HDF5 with 
Different Compression Methods IBM Power 4         

(16 processors) 

Compared with sequential NetCDF IO module:  
• Parallel HDF5-WRF IO module can greatly 

improve WRF IO performance for some WRF 
applications. 

• Sequential HDF5-WRF IO module can greatly 
reduce the WRF model output data size. 

 
 
5. OPENDAP/DODS HDF4 and HDF5 servers 
 
The Distributed Oceanographic Data System (DODS) [9] 
is a distributed data management system that was 
designed for scientists to remotely use their application 
programs over the Internet in a consistent way [10]. 
DODS uses a Web client-server model. A client sends a 
data request as across the Internet to a web server. The 

 



server checks the request and answers with the requested 
data if the request is legal. DODS has been widely used 
by many atmospheric and climate applications.  

We made a brief introduction of six atmospheric and 
climate applications using HDF and HDF5. An 
incomplete application lists can be found at [18] and 
more general information of HDF5 can be found at 
http://hdf.ncsa.uiuc.edu. 

 
DODS maintains HDF4 and HDF5 servers [9] to help 
Earth scientists to obtain data in HDF4 and HDF5.   
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